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Abstract: The objective of this work was the concept of applying artificial neural networks in the study of 

genetic data, in order to make the identification of the microsatellite markers for a particular species of plant to 

be analyzed more efficient. In this study, was used as an experimental model the data generated for 26 

grapevine genotypes were divided into the following populations: Vitis vinifera; North American varieties; and 

interspecific hybrid of rootstocks. After the network training was carried out, an error rate of 0.0003460 was 

obtained, concluding that the network was able to learn according to the type of data used, even when these 

data are small. 
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I. INTRODUCTION 

From the molecular point of view, a genetic marker (or locus marker) serves to identify a site or region 

of a chromosome. An ideal genetic marker should present a series of attributes: high polymorphism, good 

reproducibility, detection of large numbers of unlinked loci, and simple inheritance. However, the simplicity and 

low costs of the method are determining factors for the routine application of a molecular marker. Molecular 

markers are facilitating studies of genetics, taxonomy and plant evolution, providing a significant advance in 

scientific knowledge. The main implications of this advance in knowledge are reflected in the power, precision 

and speed in the manipulation of genetic variability. Thus, plant breeding may benefit in various ways with the 

application of molecular markers.  

Recently, a series of statistical analyzes (Principal coordinate analysis - PCoA, Structure, UPGMA, 

Closest neighbor, Statistical summaries as content of polymorphic information - PIC, allelic diversity, 

probability of identity - PI and exclusion - PE, allele number, frequency of alleles, among others) has been 

routinely and widely applied in the evaluation of data obtained with molecular markers. With the advancement 

of the multidisciplinarity, new opportunities are created for the use of neural networks, including the evaluation 

of data obtained by molecular markers. Artificial neural networks have been gaining more and more visibility in 

the studies associated with genetic data, showing an efficient technique of analysis. Among the several works in 

this area are: Khan et al. (2001), Kan et al. (2004), Lancashire et al. (2010), Narayanan et al. (2004), Coppedè et 

al. (2010), Ornella and Tapia (2010), Genoud et al. (2009), Cajas et al. (2009), Camacho et al. (2012), Pandolfi 

et al. (2001), Khoshroo et al. (2014), Pan et al. (2013) and Silva et al. (2014). 

According to Crestan (2017) there are several definitions for neural networks, also called 

neurocomputers, connection networks or parallel distributed processors. "A neural network is a massively 

distributed parallel processor being made up of simple processing units, which have the natural propensity to 

store experimental knowledge and make it available for use" (Haykin, 1999). 

A neural network resembles the human brain in two respects: 

 Knowledge is acquired by the network based on its environment through a learning process; 

 Connecting forces between neurons, known as synaptic weights, are used to store the acquired knowledge. 

With a focus on artificial neural networks, one of the most fascinating research areas today is the 

simulation of a human being's cognitive abilities. Machines are designed to exhibit intelligent behavior, as if 

they were human reactions. The intelligence of the human being is the most advanced within the universe of 

living organisms and the place that welcomes this intelligence within the human body is the brain. The basic 
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entities of the brain are the neurons, interconnected in networks which allows the exchange of information 

between them by means of electric pulses, thus creating biological intelligence. One obvious ambition arising 

from this premise is the attempt to imitate the structure and functioning of the brain in an artificial environment. 

This means that the research attempts to understand and map the functioning of neuron-resident intelligence and 

to transfer this knowledge to an artificial structure, for example a combination of hardware and software, thus 

transforming biological neural networks into artificial neural networks (Rauber, 2017). 

An artificial neural network is formed by the combination of several artificial neurons. The inputs can 

be connected in many neurons, resulting in a series of outputs, where each neuron represents an output. 

Comparing with the biological system, these connections represent the contact of the dendrites with other 

neurons, thus forming the synapses. Connections make the output signal from one neuron into an input signal 

from another, or else direct the output signal to the outside world. 

The main benefits of neural networks are: a) generalization, which refers to the fact that the neural 

network produces adequate outputs for inputs that were not present during the training; b) computational power, 

through its massively parallel structure; ability to learn. 

The objective of this work was the use of artificial neural networks in the learning of genetic data from 

microsatellite markers. 

 

II. MATERIAL AND METHODS 
To simulate the network, the Scilab 5.2.2 program was used, with a total of 364 data obtained from the 

combination of 7 microsatellite markers (VVMD7, VVMD25, VVMD5, VVMD27, VVMD31, VVS2 and 

VZag62) commonly used in grapevines (Schuk et al., 2009) in 26 different genotypes, from the germplasm bank 

of the EPAMIG - Grape and Wine Technology Center, Caldas-MG, belonging to the genus Vitis (Table 1), 

whose genome is diploid, that is, with one an allele of origin maternal and other of paternal origin. 

 

The data used were as follows: 

 14 input data; 

 2 neurons in the middle layer; 

 3 neurons in the output layer referring to the number of classes; 

 0.3 rate of learning; 

 0.4 momentum. 

 

III. RESULTS AND DISCUSSION 

The data obtained by the simulation demonstrated the efficiency of the use of the microsatellite 

markers to train the neural network. Even though the simulation was applied with few data for the training of the 

network, its learning capacity was considered high, reaching an error value close to zero (0.0003460) (Figure 1). 

It is concluded that the ideal simulation should have at least 10 thousand data (combination of number of 

markers multiplied by the number of genotypes) to enable the network to present more accurate results. 

However, the results obtained with the universe of applied data demonstrate that this work, even in an initial 

phase, was efficient. A bank larger microsatellite database should be tested in order to improve network 

accuracy, allowing for more accurate predictions of genetic behavior via markers. 

 

Table 1. Grapevine genotypes used in this study. 

Cup 

ID
a 

Name Origin Species Genealogy 

1 Moscato Italy Hybrids Couderc 13 x July Muscat 

2 Chardonnay France V. vinifera Pinot Noir x Gouais Blanc 

3 Syrah 

Cabernet 

France V. vinifera Dureza x Mondeuse 

4 Sauvignon France V. vinifera Cabernet Franc x Sauvignon Blank 

5 Merlot France V. vinifera Magdeleine Noire des Charentes x Cabernet 

Franc 

6 Cabernet Franc France V. vinifera ? 

7 Sauvignon Blanc France V. vinifera Traminer x ? 

8 Niágara Rosada Brazil V. labrusca Mutation of Niágara Branca 

9 Niágara Branca USA V. labrusca Concord (V. labrusca) x Cassady (V. vinifera x 

Vitis labrusca) 

10 Bordô USA Hybrids Isabella x V.labrusca 

11 Violeta Brazil Hybrids BRS Rúbea x IAC 1398-21 

Rootstock 
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ID
a 

Name Origin Species Genealogy 

12 Gravesac France Hybrids 161-49 x 3309 

13 Kober 5BB Austria Hybrids V. berlandieri x V. riparia 

14 Rupestris du Lot France Vitis V. rupestris 

15 101-14 France rupestris V. riparia x V. rupestris 

16 R99 France Hybrids V. berlandieri x V. rupestris (Berlandieri Las 

Sorres x Rupestris du Lot) 

17 420 A Italy Hybrids V. berlandieri x V. riparia 

18 1045 - Paulsen France Hybrids V. berlandieri x ( V. rupestris x V.Vinifera) 

19 161-49 France Hybrids V. riparia x V. berlandieri 

20 R110 USA Hybrids V. berlandieri x V. rupestris 

21 3309 Italy Hybrids V. riparia x V. rupestris 

22 1103 Paulsen France Hybrids V. rupestris x V. berlandieri 

23 SO4 Germany Hybrids V. berlandieri x V.riparia 

24 Traviú France Hybrids V. riparia x (V. rupestris x V. cordifolia) 

25 IAC766 Brazil Hybrids 106-6 x V. caribea 

26 IAC572 Brazil Hybrids [(V. tiliaefolia x V. riparia x V. rupestris (‘101-

14 Mgt’)] 

ID
a
 – identification 

 

 

 
Figure 1. Neural network training error. Error magnitude: 0.0003460. 

 

Table 2. Errors associated after each cycle of operation of the Scilab program 5.2.2. 

Column Error 

1 16.121236 

2 4.6892856 

3 1.7334808 

4 0.7154670 

5 0.3157074 

6 0.1450748 

7 0.0677903 

8 0.0313731 

9 0.0138964 

10 0.0055817 

11 0.0018215 



Application of artificial neural networks in the simulation with genetic data 

www.ijeijournal.com                                                      Page | 4 

12 0.0003460 
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