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ABSTRACT: The objective is to predict the students’ final grades based on the features which are extracted 

from their (and others’) homework data. We design, implement, and evaluate a series of pattern classifiers with 

various parameters in order to compare their performance in a real data set from the ECE-CAPA system. This 

experiment provides an opportunity to study how pattern recognition and classification theory could be put into 

practice based on the logged data in ECE-CAPA. The error rate of the decision rules is tested on one of the 

ECE-CAPA data sets in order to compare the performance accuracy of each experiment. Results of individual 

classifiers, and their combination, as well as error estimates, are presented. 
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I. INTRODUCTION  

1.1 Data set and Class Labels 

As the first step in our study, in order to have an experiment in student classification, we selected the 

student and course data of a ECE-CAPA course, ECE-PHY (Physics for Scientists and Engineers I), which was 

held at MSU in spring semester 2002. Then we extend this study to more courses. This course integrated 12 

homework sets including 184 problems. About 261 students used ECE-CAPA for this course. Some of the 

students dropped the course after doing a couple of homework sets, so they do not have any final grades. After 

removing those students, 227 valid samples remained. You can see the grade distribution of the students in the 

following chart (Figure 2.2.1) 

We can group the students regarding their final grades in several ways, 3 of which are: 

1. The possible class labels are nine similar to that of students’ grades, as shown in table  1.1.1. 

2. We have classified into three classes, “high” representing grades from 3.5 to 4.0, “middle” representing 

grades from 2.5 to 3, and “low” representing grades less than 2.5, as shown in table 1.1.2. 

3. The students are also categorize with one of two class labels: “Passed” for grades above 2.0, and ”Failed” 

for grades less than or equal to 2.0, as shown in table 1.1.3. 

 

Table 1.1.1. 9-Class labels regarding students’ grades in course ECE-PHY_ SS02 

.  

 

Table 1.1.2. 3-Class labels regarding students’ grades in course ECE-PHY SS02 

 
 

We could predict that the error-rate in the first class grouping should be higher than the others, because the 

sample size among the 9-Classes differs considerably. 
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Table 1.1.3. 2-class labels regarding students’ grades in course ECE-PHY SS02 

 
 

The present classification experiment focuses on the first six extracted students’ features based on the 

ECE-PHY class data. 

1. Total number of correct answers. (Success rate) 

2. Getting the problem right on the first try, vs. those with high number of submissions. (Success at the first 

try) 

3. Total number of attempts before final answer is derived 

4. Total time that passed from the first attempt, until the correct solution was demonstrated, regardless of the 

time spent logged in to the system. Also, the time at which the student got the problem correct relative to the 

due date. Usually better students get the homework completed earlier. 

5. Total time spent on the problem regardless of whether they got the correct answer or not. Total time that 

passed from the first attempt through subsequent attempts until the last submission was demonstrated. 

6. Participating in the communication mechanisms, vs. those are working with 

ECE-CAPA provides online interaction both with other students and with the  instructor. 

 

II. EXPERIMENTAL SETUP 

2.1 Classifiers 

Pattern recognition has a wide variety of applications in various fields;   hence it is not possible to 

develop with a specific single type of classifier that can produce optimal results in each and every case. The 

optimal classifier in most of the case dependent mostly on the problem domain. In general practice, one might 

have to face across a case where single classifier can perform threshold or minimum level of accuracy. In such 

cases it would be better to pool the results of various classifiers to achieve the optimal accuracy. Every 

classifier performs on different aspects like the training or test feature vector. As a result, presuming appropriate 

conditions and combining various multiple classifiers may improve standard of classification performance when 

compared with any single classifier. 

 

2.2 Non-tree based classifiers 

The popular non-parametric pattern classifiers and a single parametric pattern classifier is compared based on 

their error estimates. Six different classifiers over one of  the ECE-CAPA data sets are compared. The 

classifiers used are, 

 

 
Figure 2.2.1: Non-tree based classifiers 

 

These are the most common classifiers used in practical classification problems. After some pre-processing 

operations conducted on the data set, the error rate of each classifier is reported. To improve performance, 

specific combinations of classifiers are presented. 

Table 2.2.1 shows the comparison between 3 classes for Error Rate and Standard Deviation for using the 

classifiers in    both normalized and un-normalized data set. 
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Table 2.2.1 Comparing Error Rate of classifiers with and without normalization in the case of 3 classes 

 
 

Thus, we executed the classifiers with normalization and without normalization. Table 2.2.1 shows an 

significant improvement in classification results after normalization. The findings are: 

1. Without normalizing the data classifiers the Parzen-Window classifier and MLP classifier, not working 

properly. Therefore, we need to have normalize the data when using these two classifiers. 

2. The impact on the Decision tree classifiers did not show any improvement on their classification 

performance after normalization, so we ignore it in using tree classifiers. At this moment we will not study and 

discuss the decision tree classifier, even though the Decision Tree classifiers’ results are obtained. 

 

2.3 Comparing 2-fold and 10-fold Cross-Validation 

In cross-validation of k-fold, we have divided the data into k sub-sets of approximately equal size. We would 

train the data k number times, each and every  time droping out one of the sub-sets from training, but using only 

the omitted or dropped sub-set to compute the error threshold of interest. If k is equal to the sample size, this 

condition is called "LeaveOneOut" cross-validation. (Duda et al. 2001; Kohavi, 1995). LeaveOneOut cross-

validation has provided an unbiased estimate almost of that true accuracy, at an significant computational 

cost. Both 2-fold and 10- fold cross validation are used in the proposals. 

In 2-fold cross-validation, the observation order, in both the training and testing, are randomized before conduct 

of every trial of classifier. Also, next sample is divided amongst the test and training data, with 50-50, that is 

50% going to test, and the other 50% going to training.  

In 10-fold cross-validation, the 227 sample data size (ECE-227 students’ data) are divided into 10-blocks 

containing approximately equal numbers of cases and class-value distributions. For each and every block (10% 

of data) in turn, a training model is developed using the rest of the data in the remaining 90% data blocks (90% 

of data, the training set), and later it is evaluated on the data cases in the hold-out block (the test set).  

 

Table 2.3.1 Comparing Error Rate of classifiers 2-fold and 10-fold Cross- Validation in the case of 3 

classes 

 
 

The tabulated table 2.3.1 shows the comparison of Error Rate and Standard Deviation results 

performed using the classifiers in both t he  2-fold and 10-fold cross-validation in the case of the 3-Classes. 

We can observe that the 10-fold cross-validation and with the individual classifier has slightly more accurate 

than 2-fold cross validation, but in relation to combination of classifiers (CMC) there is no a significant 

difference. Hence, we selected 10-fold cross validation for error estimation in this proposal. 

 

III. RESULTS AND DISCUSSION 

3.1 Results, Error Estimation 

The experimentally observed results are averaged and presented in the figure charts below. The figure 

shows the impact of the data random selection on the average error rate. Also the figure shows the average 

error rate and its standard deviation, which is associated with each classifier, is displayed in the tables as well as 

the chart. The table concludes and summarizes the results of all the classifiers on our data set. 
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The standard deviation of error rate is showing the variance of the error rate during cross-validation. The error 

rate is measured for every round of cross validation using: 

 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 𝑖𝑛 𝑒𝑎𝑐ℎ 𝑟𝑜𝑢𝑛𝑑 =
𝑇𝑜𝑡𝑎𝑙 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠
 

 

After completion of 10 rounds computation, the average error rate and its standard deviation are 

calculated and then plotted. This metric was chosen due to its ease of computation and intuitive nature. The 

above Figure 3.1.1 and below figure 3.1.2, show the comparison of classifiers’ error rate, when we classify the 

ECE-students into two categories, “Passed” and “Failed”. The plot shows best performance is for kNN with 

82% accuracy, and that of the worst classifier is Parzen-window with 75% accuracy. Important observation is 

CMC has good response in the case of 2-Classes classification has 87% accuracy. 

 

 
 

In the case of 9-Classes, 1-NN works better than the other classifiers. Final results in Table 3.1.1 show that 

CMC is the most accurate classifier compared to individual classifiers. In the case of 2-Classes it improved by 

5%, in the case of 3-Classes it improved by 20%, and in the case of 9-Classes it improved by 22%, all in relation 

to the best individual classifiers in the corresponding cases. 

 

Table 3.1.1 Comparing the Performance of classifiers, in all cases: 2-Classes, 3- Classess, and 9-Classes, 

Using 10-fold Cross-Validation in all cases. 

 
 

Another important prediction is that when our individual classifiers are working well and each having 

a high level of accuracy; the benefit of combining classifiers is small. Thus, CMC has little improvement in 

classification performance while it has a significant improvement in accuracy when we have weak learner8 

classifiers. 

We tried to improve the classification efficiency, simply from the problems in direct relation to their 

degree of difficulty. Few specific conceptual sub-sets of the students’ data are used, but, we did not achieve a 

significant improvement in accuracy with this parameter. The upcoming section, we would be explaining the 

results of decision tree classifiers on our data set, and also discussing the relative importance of student-

features and the correlation between these features with category labels. 
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3.1.1 Decision Tree-based software 

Decision trees are to be proved as valuable tools for the description, classification and generalization of 

data. Many users find decision trees easy to use and understand. As a result, users more easily trust decision tree 

models than they do "black box" models, such as models produced by neural networks. Many tools and 

software have been developed to implement decision tree classification. Lim et al. (2000) has an insightful study 

about comparison of prediction accuracy, complexity, and training time of thirty-three classification algorithms; 

twenty-two decision trees, nine statistical and two neural network algorithms are compared on thirty-two data 

sets in terms of classification accuracy, training time, and (in the case of trees) number of leaves. In this 

proposal we used C5.0, CART, QUEST, and CRUISE software to test tree-based classification. Some statistical 

software is employed for multiple linear regression on our data set. First we have a brief view of the 

capabilities, features and requirements of these software packages. Then we gather some of the results and 

compare their accuracy to non-tree based classifiers. 

 

3.1.2 Final Results without optimization 

The overall results of classifiers’ performance on our data set are shown in the Table 3.1.2.1 Regarding 

individual classifier, for the case of 2-classes, kNN has the best performance with 82.3% accuracy. In the case 

of 3-classes and 9-classes, CART has the best accuracy of about 60% in 3-classes and 43% in 9-Classes 

 

Table 3.1.2  Data-sets of ECE results for two decades. 

 
 

However, considering the combination of non-tree-based classifiers, the CMC has the best performance in all 

three cases. That is we got the 86.8% accuracy in the case of 2-Classes, 71% in the case of 3- Classes, and 

51% in the case of 9-Classes. 

So far, we have grouped students using multiple classifiers, comparing their prediction accuracy with CMC. In 

the next section we will study a way to optimize these results in order to find more efficient and more accurate 

classifiers. 

 

IV. CONCLUSION 

4.1 Optimizing the prediction accuracy 

We found that a combination of multiple classifiers leads to a significant improvement in classification 

performance. Through weighting the feature vectors using a Genetic Algorithm we can optimize the prediction 

accuracy and get a marked improvement over raw classification. We further show that when the number of 

features is few; feature-weighting works better than just feature selection. 

 

4.1.1 Implementation of a GA to optimize the prediction accuracy 
 We use the GAToolBox12 from MATLAB to implement a GA to optimize classification 

performance. Our goal is to find a population of best weights for every feature vector, which minimize the 

classification error rate. The feature vector for our predictors are the set of six variables for every student: 

Success rate, Success at the first try, Number of attempts before correct answer is derived, the time at which the 

student got the problem correct relative to the due date, total time spent on the problem, and the number of 

online interactions of the student both with other students and with the instructor. 
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4.1.2 Experimental Results of GA Optimization 

For GA optimization, we used 200 individuals in our population, running the GA over 500 generations. 

We ran the program 10 times and got the averages, which are shown, in every 

function is called in which we used 10-fold cross validation to measure the average performance of CMC. So 

every classifier is called 3 6 times for the case of 2-classes, 3-classes and 9-classes. Thus, the time overhead 

for fitness evaluation is critical. Since using the MLP in this process took about 2 minutes and all other four 

non-tree classifiers (Bayes, 1NN, 3NN, and Parzen window) took only 3 seconds, we omitted the MLP from 

our classifiers group so we could obtain the results in a reasonable time. 

 

4.2 Summary 

We proposed a new approach to classifying student usage of web-based instruction. Four classifiers 

were used to segregate student data. A combination of multiple classifiers led to a significant accuracy 

improvement in all three cases (2-, 3- and 9-Classes). Weighting the features and using a genetic algorithm 

to minimize the error rate improved the prediction accuracy by at least 10% in the all cases. In cases where the 

number of features was low, feature weighting was a significant improvement over selection. The successful 

optimization of student classification in all three cases demonstrates the value of ECE-CAPA data in predicting 

students’ final grades based on features extracted from homework data. This approach is easily adaptable to 

different types of courses, different population sizes, and allows for different features to be analyzed. This 

work represents a rigorous application of known classifiers as a means of analyzing and comparing use and 

performance of students who have taken a technical course that was partially/completely administered via the 

web. For future work, we plan to implement such an optimized assessment tool for every student on any 

particular problem. 
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