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Abstract:––Clustering is an unsupervised task whereas classification is supervised in nature. In the context of machine 

learning, classification of instances of a dataset is carried out by a classifier after the classifier is made to learn the model 

from a training dataset. The training data consists of instances which are labeled by a human expert. The labels are the 

classes into which the instances of the dataset are divided and are fixed by the human expert. The essence is that human 

intervention is required in the form of preparing the training data for the machine to carry out the task of classification. 

Clustering of large datasets is universally accepted as a difficult problem, since it tries to group instances together, without 

the helping hand of the human supervisor. Also, the time complexity of algorithms such as K-Medoids is unacceptably high, 

even for moderately large datasets. The work reported in this paper aims to integrate both clustering and classification and 

test approach in the domain of web page categorization. Rather than using training data created by a human expert for 

classification, clustering is used in preparing the training data for the classifier. 
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I. INTRODUCTION 
In the recent past, the World Wide Web has been witnessing an explosive growth. Information is kept on the web 

in various formats and the content is dynamic in nature. All the leading web search engines, namely, Google, Yahoo, 

Askjeeves, etc. are vying with each other to provide the web user with the appropriate content in response to his/her query. 

In most cases, the user is flooded with thousands of web pages in response to his query and it is common knowledge that not 

many users go past the first few web pages. In spite of the multitude of the pages returned, most of the time, the average user 

does not find what he/she is looking for in the first few pages he/she manages to examine. It is really debatable as to how 

useful or meaningful it is for any search engine to return thousands of web pages in response to a user query.  In spite of the 

sophisticated page ranking algorithms employed by the search engines, the pages the user actually needs may actually get 

lost in the huge amount of information returned. Since most users of the web are not experts, grouping of the web pages into 

categories helps them to navigate quickly to the category they are actually interested and subsequently to the specific web 

page. This will reduce the search space for the user to a great extent. It is strongly believed and felt that the experience of a 

person using a web search engine is enhanced multifold if the results are nicely categorized as against the case where the 

results are displayed in a structure less, flat manner. 

Classification and clustering are the two tasks which have been traditionally carried out by human beings who are 

experts in the domain of application. But in this electronic age, with the explosion in the amount of information available on 

the net, it is becoming increasingly difficult for human experts to classify or cluster all the documents available on the World 

Wide Web. Hence, it is increasingly evident that machine learning techniques be used instead of human experts, to carry of 

the tasks of document classification and clustering. 

In the machine learning approach to text classification, the set of rules or, more generally, the decision criterion of 

the text classifier is learned automatically from training data. This approach is also called statistical text classification if the 

learning method is statistical. In statistical text classification, a number of good example documents (or training documents) 

from each class are required for training the classifier. The need for manual classification is not eliminated since the training 

documents come from a person who has labeled them where labeling refers to the process of annotating each document with 

its class. Clustering algorithms group a set of documents into subsets or clusters. The goal is to create clusters that are 

coherent internally, but clearly different from each other. In other words, documents within a cluster should be as similar as 

possible and documents in one cluster should be as dissimilar as possible from documents in other clusters. Clustering is the 

most common form of unsupervised learning. No supervision means that there is no human expert who has assigned 

documents to classes. In clustering, it is the distribution and makeup of the data that will determine cluster membership In 

supervised classification the goal is to first learn and then to use a categorical distinction that a human supervisor imposes on 

the data. In unsupervised learning, of which clustering is the most important example, a similarity measure is used to group 

similar objects together. 

The methods used for text clustering include decision trees (S.Dumais et al., 1999; Hikargupta et al., 1997; 

U.Y.Nahm and R.J.Mooney, 2000; Y.Yang et al., 1999), statistical analysis (D.Freitag, 1999; T.Hofmann, 1999; H.Kargupta 

et al., 1997), neural nets (T. Honkela et al., 1997), inductive logic programming (W.W.Cohen, 1995; M.Junker et al., 1999), 

and rule-based systems(S.Scott and S.Matwin, 1999; S.Soderland, 1999). Most of the document clustering methods that are 

in use today are based on the Vector Space Model (K.Aas and L.Eikvil, 1999; G.Salton et al., 1975), which is a very widely 

used data model for text classification and clustering. The Vector Space Model represents  documents  as a feature vector of 

the terms that appear in all the document set. Each feature vector contains term weights of the terms appearing in that 
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document. Similarity between documents is measured using one of the several similarity measures that are based on such a 

feature vector. Classification can be done more efficiently by  reducing the features using feature reduction algorithms. 

The key input to a clustering algorithm is the similarity measure. In document clustering, the similarity/distance 

measure is usually vector space similarity or distance. Different similarity/distance measures give rise to different cluster 

formations. Thus, the similarity/distance measure is the main means by which the outcome of clustering can be influenced.  

In this paper a new approach which integrates classification and clustering, called Integrated Machine Learning 

Approach(IMLA) is presented. In the process of integrating clustering and classification, the approach uses the Find-K 

algorithm (B.V.Swathi and A.Govardhan, 2009) and the modified QuickReductalgorithm (B.V.Swathi and A.Govardhan, 

2009). The new method is applied to the domain of automatic web page categorization. Section 2 presents an overview of the 

proposed methodology with brief explanation of the steps involved. Section 3 presents the experimental setup and the results 

obtained. Section 4 presents the conclusion. 

 

II. METHODOLOGY OF IMLA 
The steps involved in the newly proposed technique are as follows: 

1. Creating the dataset 

2. Finding the  Number of clusters(K) Using the Find-K algorithm  

3. Labeling the Clustered Web Pages to Create the Training Dataset for the Classifier  

4. Using the QuickReduct algorithm, reduce the dimensionality of the dataset 

5. Classify the remaining dataset  

 The steps are elaborated in the following subsections 

 

2.1 Creating the dataset 

A dataset consisting of M web page snippets returned by any search engine in response to a given query should be 

initially created. This can be done either by manually copying all the web snippets into a text file, or by using a program. In 

order to clearly bring out the difference between the selected web snippets, the keywords forming the query submitted to the 

search engine should be removed from the snippets. This is done keeping in mind the fact that all the web pages contain 

these keywords in them even though they belong to different categories. These common words tend to mislead the 

categorization process and therefore, removed. 

Once the dataset consisting of the web snippets is created, a part of it consisting of N web snippets, where N < M, 

is selected. The selection of this dataset is very critical in the accuracy of the overall result. In the real world scenario, the 

instances can be randomly picked and should form a sizeable portion of the initial dataset containing M pages.  

 

2.2 Finding the clusters  

The first step in creating an automatically labeled training dataset for a classifier is to cluster the data using a 

partitioning based clustering algorithm. The reason for using a partitioning based clustering algorithm is that it produces a set 

of flat, structure less, disjoint clusters, which can be treated as classes to which the instances of the dataset belong. But the 

biggest challenge of running a partitioning algorithm such as K-means or K-Medoids is to know the number of partitions K, 

which the algorithm needs as input. Find-K[3] algorithm uses the K-medoids clustering algorithm to automatically predict 

the correct number of clusters that are present in a given text dataset. In this paper, the Find-K algorithm has been used to 

predict the number of clusters. Further, the K-Medoid algorithm is used to carry out the clustering task on the dataset 

subsequent to the determination of the number of clusters.  

 

2.3 Labeling the clustered web pages to create the training dataset for the classifier 

In a way, the clustering task, carried out by an algorithm, can be viewed as similar to the creation of a training data 

by a human expert. There is, of course, a huge difference in the abilities of an algorithm and a human expert in assimilating 

the similarity or difference between a set of web page snippets. Web snippets are essentially made up of text and it is 

common knowledge that human brains, even today, are way ahead of machines in the area of language processing. But this 

presents us with the challenge. Clustering, which is an unsupervised machine learning activity, groups data instances based 

on their similarity. The measurement of similarity is very critical to the process of clustering since it acts as an index to 

which two instances may belong together.  

The human expert, on the other hand, depends on the knowledge and experience he or she has gained over the years in 

attaching labels to the instance of a dataset.  

 Once the instances are clustered, the number of the clusters to which an individual instance belongs is attached as a 

label to that instance. In this way, all the instances are attached with their corresponding cluster number which acts as the 

class label. A training dataset is thus created. 

 

2.4 Dimensionality Reduction Using Modified QuickReduct 

Once the dataset set is clustered and subsequently labeled, the modified QuickReduct algorithm [4] is applied to 

the dataset to reduce its dimensionality. In one case, the original dataset containing 625 features (terms) was later represented 

by just 5 features after reduction. 

                           

2.5 Classify the test instances 

Since only a part of the total dataset is used as the training set, the other part is now used to test the accuracy of 

classification. For the purpose of classification, an implementation of the well known C4.5 algorithm, known as J48, from 

the WEKA toolbox[18]has been used. This particular implementation of the classifier provides a facility wherein we can 

train the classifier with the training data and then obtain the predictions on the unlabelled test dataset. While using separate 
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training and test dataset files, it must be ensured that the internal representation of both the training set and the test set is 

exactly the same.  

 

III. EXPERIMENTAL SETUP AND RESULTS 
In order to obtain a perspective on the performance of IMLA, its results are compared with two traditional machine 

learning approaches.  

 Pure Partitional Clustering (Using a Known K-value) 

 Pure Classification with a human expert created training data  

In order to carry out the experiments, 110 web snippets returned by the Google search engine in response to the 

query ‘apple’ have been manually collected. This dataset formed the basis for all the experiments carried out and reported in 

this work. The instances of the dataset have been identified to belong to 6 different categories. 

 

3.1 Case I( 80 Training,  30 test)  

In this case, 80 out of the 110 web snippets have been selected to form the training dataset. To begin with, the 

Find-K algorithm is run on this dataset and the number of clusters has been found to be 6. The dataset is then clustered using 

the K-Medoids algorithm into 6 clusters. This dataset of 80 instances is now turned into a training data by attaching the 

corresponding cluster number/name to the individual instances. The remaining 30 instances are used as the test data and the 

results are noted. Further, the dataset containing 80 instances is labeled by the authors and again used as the training set, for 

comparison purposes. This is to compare the effectiveness of automatic generation of training data with the conventional 

method of human generated training data. These results are further compared with pure clustering, where the entire dataset 

consisting of 110 instances is clustered into 6 clusters.  

The confusion matrices obtained after applying IMLA, classification and clustering are presented in Tables.1,2 and 

3. From the confusion matrix, it is very easy to identify the number of true positives, false positives and false negatives. By 

examining a row, we can obtain the true positives and the false negatives. On the other hand, the column values provide us 

with the true positives and the false positives. Tables 4, 5 and 6 contain a summary of the results obtained using the three 

different methodologies, i.e., that of the newly proposed integrated method and the traditional clustering and classification. 

The comparison has been based on three parameters, namely, precision, recall and F-Measure. The precision, recall and F-

Measure have been calculated in the following manner. 

Precision    =  True Positives / (False Positives+True Positives) 

Recall         = True Positives/(False Negatives + True Positves) 

F-Measure  = 2* Precision*Recall/(Precision+Recall)  

 

classified as  >> a b c d e f 

a = ipod 5 0 0 0 0 0 

b = trailer 0 5 0 0 0 0 

c = itunes 1 0 4 0 0 0 

d = laptop 0 0 0 5 0 0 

e = iphone 1 0 0 0 4 0 

f = fruit 0 0 0 0 0 5 

Table 1: Confusion matrix for IMLA-Case I 

 

classified as  >> a b c d e f 

a = ipod 4 0 1 0 0 0 

b = trailer 0 5 0 0 0 0 

c = itunes 0 0 5 0 0 0 

d = laptop 0 0 0 5 0 0 

e = iphone 1 0 0 0 4 0 

f = fruit 0 0 0 0 0 5 

Table 2: Confusion Matrix for Classification-Case I 

 

 

classified as  >> a b c d e f 

a = ipod 18 0 1 1 0 0 

b = trailer 0 25 0 0 0 0 
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c = itunes 1 1 13 0 0 0 

d = laptop 0 0 0 14 1 0 

e = iphone 1 0 0 0 9 0 

f = fruit 1 0 0 0 0 25 

Table 3: Confusion Matrix for Clustering-Case I 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Comparison of Precision values 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Table 5: Comparison of Recall Values 

      

        

 

 

 

 

 

 

 

 

 

                         

 

 

Table 6: Comparison of F-Measure Values 

 

It can be seen from the results that for the dataset under consideration, the average precision is better in the 

integrated method when compared to the other two methods. The F-measure value, however, is better than the traditional 

classification method but slightly lower than the pure clustering. 

 

 

3.2 Case II (30 Training,  80 test) 

The same procedure as explained in Case I is carried out here. The difference is that now the size of the training set 

is 30 and that of the test set is 80. The confusion matrix for this case using IMLA is presented in Table 7. The comparative 

results for the three methods are presented in Tables 8, 9 and 10. In this case, the newly proposed integrated method 

completely outperforms the traditional methods. The values of both precision and recall and thereby that of F-measure are 

much better than the pure classification and clustering technique. 

 

  Precision  

Classes IMLA classification clustering 

Ipod 0.714 0.800 0.900 

Trailer 1.000 1.000 0.961 

Itunes 1.000 0.833 0.928 

Laptop 1.000 1.000 0.933 

Iphone 1.000 1.000 0.900 

Fruit 1.000 1.000 1.000 

Average 0.952 0.939 0.937 

  Recall  

Classes IMLA classification clustering 

Ipod 1.000 0.800 0.900 

Trailer 1.000 1.000 1.000 

Itunes 0.800 1.000 0.867 

Laptop 1.000 1.000 0.933 

Iphone 0.800 0.800 0.900 

Fruit 1.000 1.000 1.000 

Average 0.933 0.933 0.933 

  

  

  F-Measure  

Classes IMLA classification clustering 

Ipod 0.833 0.800 0.900 

Trailer 1.000 1.000 0.980 

Itunes 0.889 0.909 0.896 

laptop 1.000 1.000 0.933 

iphone 0.889 0.889 0.900 

fruit 1.000 1.000 1.000 

Average 0.935 0.933 0.935 
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classified as  >> a b c d e f 

a = ipod 15 0 0 0 0 0 

b = trailer 0 20 0 0 0 0 

c = itunes 0 1 9 0 0 0 

d = laptop 0 0 0 10 0 0 

e = iphone 1 0 0 0 4 0 

f = fruit 0 0 0 0 0 20 

Table 7  Confusion Matrix for IMLA- Case II 

 

  

 

 

 

 

 

 

 

 

 

 

 

Table 8: Comparison of Precision Values 

    

 

 

 

 

 

 

 

 

 

 

 

 

Table 9: Comparison of Recall Values 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 10 Comparison of F-Measure Values 

 

 

3.3 CASE III (42 Training, 68 test) 

The confusion matrix obtained after classification by the C4.5 decision tree classifier is shown in Table 11. The 

comparison of results for this case for the three different methods is presented in Tables 12, 13 and 14. In this case, the 

newly proposed integrated method exactly equals the performance of classification method and outperforms the clustering 

method. 

classified as  >> a b c d e f 

  Precision  

classes IMLA classification clustering 

ipod 0.938 1.000 0.900 

trailer 0.952 0.944 0.961 

itunes 1.000 1.000 0.928 

laptop 1.000 1.000 0.933 

iphone 1.000 0.455 0.900 

fruit 1.000 1.000 1.000 

Average 0.981 0.899 0.937 

  

  Recall  

classes IMLA classification clustering 

ipod 1.000 0.867 0.900 

trailer 1.000 0.850 1.000 

itunes 0.900 0.900 0.867 

laptop 1.000 0.900 0.933 

iphone 0.800 1.000 0.900 

fruit 1.000 1.000 1.000 

Averages 0.950 0.919 0.933 

  

  F-measure  

classes IMLA classification clustering 

ipod 0.968 0.929 0.900 

trailer 0.976 0.895 0.980 

itunes 0.947 0.947 0.896 

laptop 1.000 0.947 0.933 

iphone 0.889 0.625 0.900 

fruit 1.000 1.000 1.000 

Average 0.963 0.890 0.934 
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a = ipod 12 0 1 0 0 0 

b = trailer 0 8 0 0 0 0 

c = itunes 0 0 8 0 0 0 

d = laptop 1 0 0 2 0 0 

e = iphone 0 0 0 0 18 0 

f = fruit 0 0 2 0 0 16 

Table. 11 The confusion Matrix for Case III 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 12: Comparison of Precision Values 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 13: Comparison of Recall Values 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 14: Comparison of F-Measure Values 

 

 

 

 

IV. CONCLUSIONS 
A new approach which integrates classification and clustering, is presented in this paper. The approach has been 

applied to the problem of web page categorization. The accuracy of the results obtained by the newly proposed integrated 

method has been compared with the results obtained by the classical methods applied separately. From the results obtained it 

can be concluded that the new approach gives very encouraging results. It is also observed that when the size of the training 

data is smaller, the results are better. This could be due to the reason that clustering results are better when working with a 

small number of well defined instances. This also reduces the noise in the clusters thereby increasing the subsequent 

classification accuracy. When compared to the traditional classification it has the advantage of not requiring a human expert 

to supply examples. In the new approach, only a small number of instances need be clustered, which generally decreases the 

  Precision  

classes IMLA classification clustering 

ipod 0.923 0.923 0.900 

trailer 1.000 1.000 0.961 

itunes 0.727 0.727 0.928 

laptop 1.000 1.000 0.933 

iphone 1.000 1.000 0.900 

fruit 1.000 1.000 1.000 

Average 0.941 0.941 0.937 

  

  Recall  

classes IMLA classification clustering 

ipod 0.923 0.923 0.900 

trailer 0.889 0.889 1.000 

itunes 1.000 1.000 0.867 

laptop 1.000 1.000 0.933 

iphone 0.667 0.667 0.900 

fruit 1.000 1.000 1.000 

Average 0.913 0.913 0.933 

  

  F-Measure  

classes IMLA classification clustering 

ipod 0.923 0.923 0.900 

trailer 0.941 0.941 0.980 

itunes 0.842 0.842 0.896 

laptop 1.000 1.000 0.933 

iphone 0.800 0.800 0.900 

fruit 1.000 1.000 1.000 

Average 0.917 0.917 0.934 
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noise. The major contribution of the proposed approach is that it completely automates the process of web page 

categorization by eliminating the need for a human expert at all stages. 
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