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ABSTRACT: Complex challenges are facing the global oil and gas industry. Oil prices are dropping due to 

OPEC production level, US oil boom, and other factors. Many experts believe that prices of oil will remain low 

for years at equilibrium of around $40-50 (Blumberg, 2018; Walls and Zheng 2018; Azar, 2019). Although 2019 

oil price is expected to average at $65 with a further decline at $62 by 2020 (Amadeo, 2019; Kasim, 2019). 

Also, newly commercial resources are extremely expensive to develop, as massive capital investments are 

required. This research intends to develop a comprehensive entity resolution framework that has the ability to 

search across multiple databases with disparate forms, tame large amounts of data very quickly, efficiently 

resolving multiple entities into one, as well as finding hidden connections without human intervention. Putting 

in place a system to manage these entities will not only help to better assign resources, but to do so in a more 

expedient fashion. Although the necessary information is mostly already available within the oil and gas 

companies, it is spread around different company areas and application. Entity resolution will helps to 

aggregate these data, identify and exploit connection between entities and offer holistic all-in-one information 

that can helps to identify and deal with potential risk. We therefore present such an evaluation of existing 

implementations on challenging real-world match tasks. We consider approaches both with and without using 

machine learning to find suitable parameterization and combination of similarity functions. In addition to 

approaches from the research community we also consider a state-of-the-art commercial entity resolution 

implementation. Our results indicate significant quality and efficiency differences between different approaches. 

We also find that some challenging resolution tasks such as matching product entities from Opec database are 

not sufficiently solved with conventional approaches based on the similarity of attribute values. 
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I. Introduction 

Entity resolution (also referred to as object matching, duplicate identification, record linkage, or 

reference conciliation) is a crucial task for data integration and data cleaning. It is the task of identifying entities 

referring to the same real-world entity. The high importance and difficulty of the entity resolution problem has 

triggered a huge amount of research on different variations of the problem and numerous approaches have been 

proposed especially for structured data. Recent surveys include (Reynolds, 2018; and Zycher, 2018). But due to 

the high number and diversity of different entity resolution approaches we see a strong need for comparative 

evaluations of different schemes. To date most entity resolution approaches have been evaluated individually 

using diverse methodologies, configurations, and test problems making it difficult to assess the overall quality of 

each approach, let alone their comparative effectiveness and efficiency. 

Therefore, the emergence of alternative energy sources is negating old assumptions, and competition 

for scarce human capital is intense (Reynolds, 2018; Zycher, 2018). Compounding the problem is a lack of 

operational insight caused by siloed data from disparate sources, and a lack of standardization. Systems require 

better connectivity, monitoring and control, and process automation (Tafamel 2015; Gervorkyan and Semmler, 

2017). Clearly, challenging times for the oil and gas industry have emerged.   

To make up for the lost revenue, oil companies need to setup, maintain, and operate in the most cost-

effective way possible. There is need to have a structured operating system that will ensure personal safety 

(enforcing management of change), Environmental safety (Regulatory compliance), and Investment Safety 

(Sophisticated maintenance planning and correct operational procedures) (Barkhatov and Baranova, 2017). 

Without an accurate 360-degree view in real time, it’s hard to know which fires to put out first (Martin, 2018). 
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One way to solve these problems is by capturing real-time accurate performance and maintenance data at the 

point of occurrence: platform, rig or field and put this information into the hands of decision makers 

immediately while still relevant (Ayat, et al., 4014; Gervorkyan and Semmler, 2017). 

 

 
Figure 2. Entity Resolution Process 

 

Given the amount of data that oil and gas industry manage, they must rely on system that has the ability to 

obtain data at the point of occurrence, search across multiple databases with disparate forms residing in different 

locations and can tame large amounts of data very quickly. Developing a system with these possibilities is the 

key aim of this research.  

1.1 Statement of the Problem  

Recently, there has been a rapid shift from paper-based documentation to electronic records. This is quite 

prevalent with:  

● Duplicate and incorrect record due to non-existence of sufficient methods for validation or verification 

during entry processes.  

● High possibility that entry will appear in several forms and data input or other types of error will likely 

occur particularly when integrating large volume of data from various data source. 

 

1.2 Research Justification and Impact  

When we hear innovation in oil and gas, our first thoughts might go to hardware—bigger, faster, 

deeper drilling; more powerful pumping equipment; and bigger transport—or to the "shale revolution"—

unconventional wells, hydraulic fracturing, horizontal drilling, and other enhanced oil recovery (EOR) 

techniques. But, just like any other industry where optimization is important—and due to large capital 

investment and high cost of error, it’s perhaps even more important in oil and gas than in most other 

industries— there is a huge benefit perhaps an imperative to add more big data, data science skills especially 

entity resolution, (co-reference resolution and reference reconciliation) and machine learning, into the industry 

skills mix. skills that oil companies haven’t traditionally and broadly had in-house.  These (skillsets) when 

combined with rapid increases in computer processing power and speed, greater and cheaper storage, and 

advances in digital imaging and processing, will drive innovation and create a rich and disruptive movement 

among oil and gas companies and their suppliers in Nigeria. 

The truth is, the Nigerian oil and gas industry has been dealing with large amounts of data longer than 

most, some even calling it the "original big data industry. To put that in context, Nigeria National Petroleum 

Company (NNPC) has twenty (20) subsidiaries engaged in diverse but interrelated operations producing 

increasingly enormous data (spatial, seismic, operation and nominal) of high resolution and frequency which are 

being combined with large amounts of historical data—both digital and physical—to create one of the most 

complex data science problems out there.  We are therefore inundated with more and more data that needs to be 

integrated, aligned and matched before further utility can be extracted. This research is making a novel attempt 

to solving it.  Although one can argue that the industry is a mature and unique one, built on experience and hard-

won knowledge, and employing the best heads. They’re very good at what they do, and they’ve been doing it for 

a long time. This optimization will either fine-tune existing practices or redefined new course of action. 

Although these improvements in efficiency and productivity may be subtle however can translate into 

significant economic difference 

 

1.3 Research Aims and Objectives 

The research aims to develop a comprehensive entity resolution framework that will generates significant value 

from oil and gas data. This will be done by examining a variety of attributes and evaluating different matching 

strategies. In particular, the use of sophisticated matching algorithm, which is able to fuse multiple entity 
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attributes for the derivation of a new generation of robust matching technologies that will not only be adjustable 

to different evaluation criteria but able to use collective approach to resolve data ambiguities. To achieve this 

aim, the project has the following specific objectives: 

 

Research Objectives: 

1. Investigate existing entity resolution algorithms and methods, in terms of computing cost and matching 

strategies.  

2. Explore new types of attributes and behaviour that can be used for entity identification. 

3. Derive a comprehensive entity resolution framework based on the new types of identity attributes, 

optimized for distributed computing environments.  

 

II. Literature Review 

It is evidently tedious to deal with the problem of entity duplication. As defined by Nigam and 

McCallum (2019), entity resolution is a process of semantic resolution that establishes whether a single entity is 

the same when being described in a different way. It identifies those records in one or multiple datasets that 

refer to the same real-world entity.  

According to Avigdor (2014), entity resolution can be very complex due to the special data 

characteristics of individuality records. First, Entity resolution, especially in the intelligence and law 

enforcement communities, often suffers greatly from the missing data problem. Missing values, if present in 

many fields of a record, can present a big challenge for entity resolution techniques (Kopcke and Rahm, 2016; 

Ya-Kun and Gao, 2016). Second, entity resolution needs to handle not only duplicates caused by entry errors or 

data ambiguities but also intentional mistakes and deception, which tend to be hidden and concealed 

(Benjelloun, et al., 2018). For instance, conventional identity resolution methods depends on basic attributes 

such as identification numbers, names and date-of-birth to detect matches (Omar and Steven, 2017). Even 

though, these properties are commonly available in most record management system, they are just a simple 

description of an individual and vary in terms of reliability, integrity, and availability across different system 

(Whang et al., 2016), as it is much easier to fake these personal attributes to conceal their traces. 

Third, entity resolution techniques may need to be adjustable to different evaluation criteria (Izakian, 

2018; Rajkumar et al., 2018). For instance, false positives may be less tolerable than false negatives for entity 

authentication that grants access to a critical facility. In contrast, a high false positive rate may not be a big 

concern when searching for records related to a crime suspect with limited information. Therefore, accurate 

entity resolution requires a careful design that considers the special characteristics of entity records (Getoor and 

Ashwin, 2014). 

Furthermore, automated entity resolution results in a probability, not a certainty that records are the 

same, and entity features and their values vary (Sunter and Fellegi, 2013; Domingos and Elkan, 2016). 

Likewise, many challenges remain for developing systems that can handle variation, for specifying the business 

rules relevant to different business needs, and for handling the exploding amount of data available (Winkler, 

2014). Systems currently addresses one or two of the issues stated here but no system have yet provided an 

approach to entity resolution with sufficient flexibility, adequate speed, and perfect understanding.  

Existing resolution techniques can be classified into rule-based and machine learning approaches 

(Dong et al., 2014). There have been several rule-based entity resolution approaches based on matching rules 

encoded by domain experts. Such exact-match heuristics tend to have high specificity but low sensitivity in 

detecting true matches, especially when data quality problems such as missing values, entry errors and 

deceptions are present (Winkler, 2019). Hence, a good resolution technique must support partial-match as well 

to reduce false negatives (Giang, 2014; Xing, 2019). 

As an alternative to manual rule coding, machine learning can automatically extract patterns from 

annotated training data with annotated matching pairs and build resolution models for new records (Issa and 

Vasarhelyi, 2017). Given a pair of records, distance/similarity measures are defined for different descriptive 

attributes and then combined into an overall score (Koyuturk et al., 2019). If the overall distance (or similarity) 

score is below (or above) a pre-defined threshold, then the pair should be regarded as a match. 

Several recent studies have demonstrated the benefits of utilizing group contextual information in 

entity resolution (Zhou and Zhou, 2015; Tian, 2016; Zhang et al., 2017). However, most studies lack the 

guidance of entity theories to construct and examine different types of group attributes for entity resolution (Li 

Juan, 2018). Entity theories suggest that individual and group identity may complement each other for the 

purpose of entity resolution (Ripon, 2017; Chuan et al., 2018). Furthermore, existing resolution techniques 

mainly employ pair-wise comparison when finding matching entity records. Entity resolution studies have 

shown that resolution accuracy can improve significantly if matching of related entity references is performed in 

a collective fashion (Han, 2016; Soyemi and Adegboye, 2018). The effectiveness of a collective approach in the 

context of entity resolution is yet to be examined.  
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III. Research Methodology 

In the research we plan to perform an experimental approach, using researches on latest projects and 

academic reviews as references for implementing the technical experiment that will accompany our research 

with the view to Understanding specifics, as well as pertinent general literature on entity resolution will require 

a solid understanding of matching strategies, and resolution techniques. Therefore, the research project have 

greatly devoted enough time to the gathering and the studying of the academic and industry specific literatures 

and recent projects, so that we can have a comprehensive overview of the state of the art in the field of entity 

resolution. We have investigated existing entity resolution algorithms and methods, in terms of computing cost 

and matching techniques that is our First Objective. Also we have devoted time to the investigation of new types 

of quantifiable attributes and behaviour that can be used for entity identification which our Second Objective. 

And that have form a foundation, for further study and for future study in that field.  

The research entailed design and development of the entity resolution framework as the Third 

Objective of the study. In producing acceptable outputs, the framework uses identified attributes and variables 

from earlier analysis as input. This framework will be reviewed and improved on during our next research, with 

a focus on how the framework can be optimized for large distributed computing environments which is a major 

entity resolution challenge. Furthermore, an advanced review of the developed framework have been carried out 

to address advances in knowledge and was further improved the original design.  

 

 
 

We use the FEVER framework to automatically execute the approaches and to find favorable 

parameter settings in a comparable way. In particular, we always apply the same blocking method to reduce the 

search space and use a uniform approach for providing training to the machine-learning approaches. For the 

approaches not based on machine learning we spend the same effort for optimizing parameters such as similarity 

thresholds. 

 

 
 

3.1 Evaluation Approach 

We use the FEVER platform (Framework for Evaluating Entity Resolution) to evaluate several match 

approaches for different match tasks. While FEVER has its own library of match algorithms we do not evaluate 

this functionality here but use FEVER only to evaluate existing entity resolution approaches from the research 
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community and one vendor. FEVER allows us to automatically execute these algorithms for many different 

parameter settings in a comparable way as shown below in the following for both non-learning and learning-

based match approaches. 

 

3.2 Non-Learning Match Approaches 

In FEVER, a match approach is specified by a so-called operator tree or workflow that specifies the 

sequence of processing steps for determining the match result on two input datasets. Figure 1a illustrates the 

FEVER operator tree that was applied in our evaluation of non-learning match approaches. For large datasets, it 

is generally not feasible to exhaustively evaluate the Cartesian product of all input entities. Hence, we first apply 

a blocking operator to reduce the search space to the most likely matching entity pairs. For comparability, we 

use a fixed blocking strategy for all non-learning and learning-based match approaches, i.e., blocking is not 

subject of the evaluation. 

The blocking result is input to the non-learning match approaches to be evaluated. In this study all 

considered match approaches are based on so-called attribute matchers that evaluate the similarity of attribute 

values based on some similarity function (e.g., an approximate string similarity). The approaches may evaluate 

only a single matcher (for a specific attribute pair and similarity function) or multiple matchers using different 

attribute pairs or similarity functions. In the latter case the approaches also need to support a combination of the 

individual similarities to derive a match decision. In our evaluation, we will always use the same attributes for 

comparability. Furthermore, all non-learning match approaches apply a threshold-based selection of the 

matching entity pairs and require the similarity threshold to be provided as a parameter. For the similarity 

computation and the threshold-based match decision we used the implementation of the following non learning 

match approaches: 

COSY: This is a state-of-the-art commercial system for entity resolution. Unfortunately, license restrictions do 

not allow us to disclose the name of the system. COSY uses its own similarity function that can be applied on 

one or several attribute pairs. The most important parameter to be provided is the overall Minimum Similarity 

threshold. An entity pair will be considered a match only if it has a similarity that is greater than or equal to this 

threshold. Additional attribute-level similarity thresholds can optionally be specified for each attribute pair that 

should be considered in the computation of the entity similarity. 

PPJoin+ is a single-attribute match approach (similarity join) using sophisticated filtering techniques for 

improved efficiency. The approach has two parameters that need to be configured. The parameter function 

determines the similarity function used for the join. We will evaluate both supported implementations for the 

similarity function (Cosine, Jaccard). The parameter threshold determines the threshold for the similarity values 

above which entities are considered to match. 

 

Table 1. Overview of real-world evaluation match tasks 

 
 

FellegiSunter  is a non-learning approach from the FEBRL framework [9]. For similarity computation we 

evaluate three of the similarity measures provided by FEBRL (Winkler, Tokenset, Trigram). The approach has 

an lower and upper similarity threshold that can be adjusted. Entity pairs with a similarity above the upper 

classification threshold are classified as matches, pairs with a combined value below the lower threshold are 

classified as non-matches, and those entity pairs that have a matching weight between the two classification 

thresholds are classified as possible matches. For our evaluation, we set the lower threshold equal to the upper 

threshold as we only want a classification into matching and non-matching entity pairs. 

An operator tree typically comprises several operators each having several parameters that need to be specified 

in order to apply the operator tree to a match problem. FEVER allows a systematic evaluation of operator trees 

for different parameter settings to help finding a suitable configuration. For this study we limit the number of 

parameters to be set by applying a fixed blocking approach and manually pre-selecting the attributes to be 
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evaluated. We further evaluate the existing similarity functions either on one or two attributes of the input 

datasets. In both cases we have to specify similarity thresholds on the single attribute or combined attribute 

similarity. For comparability, we evaluate every match approach for a fixed maximum number, N, of settings for 

the threshold parameters. FEVER supports several methods for selecting the parameter values such as manual 

(user-defined) and random. For this evaluation, we use the sophisticated and effective gradient descent strategy 

that iteratively refines a parameter setting by considering the quality of previously generated settings. 

 

3.3 Learning-Based Match Approaches 

Figure 1b shows the FEVER operator tree applied for the evaluation of learning-based approaches. The 

execution falls into two phases: model generation and model application. The model generation (left part of the 

operator tree) requires a training dataset that contains manually labeled correspondences representing matching 

(similarity value equals 1) and nonmatching (0) entity pairs. The learning algorithm applies the specified 

matchers to the entity pairs in the training data. The learner then uses the resulting similarity values to 

automatically determine a match strategy model, i.e., combination and parameterization of the specified 

matchers to derive a match decision for any entity pair. More details on training selection and model generation 

will be provided below. The second phase (right part of the operator tree) applies the determined model for the 

real match task (model application) to match a source and target dataset (or to find duplicates within one 

dataset). 

For model generation, a pre-selected set of matchers is applied to the training data. By comparing similarity 

values computed by the matchers to the perfect (labeled) match result in the training it is possible to determine 

(learn) a combination of the most effective matchers and their parameters such as similarity thresholds. In our 

evaluation we will compare several existing training-based approaches for model generation and application 

offered by the following frameworks:  

- FEBRL (Freely Extensible Biomedical Record Linkage) provides a support vector machine (SVM) 

implementation for learning suitable matcher combinations. For attribute matching we will evaluate the same 

three similarity measures than for the non-learning matchers studied for FEBRL. 

- MARLIN (Multiply Adaptive Record Linkage with Induction) offers two string similarity measures (Edit 

Distance and Cosine) and several learners, specifically SVM and decision trees. The learners can be used in a 

single step approach or can be employed for a two-level learning approach. For the two-level approach string 

similarity measures are first trained for every selected attribute so that they can provide accurate estimates of 

string distance between values for that attribute. Next, a final decision is learned from similarity metrics applied 

to each of the individual attributes. 

 

 
 

IV. Results 

The effectiveness of machine learning approaches is known to depend on the provision of sufficient, 

suitable, and balanced training data. On the other hand, the number of entity pairs to be labeled affects the 

manual tuning effort and should thus be small. To address these issues we build upon our evaluation experiences 
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reported in (Azar, S. 2019) and only consider entity pairs for labeling for which the similarity exceeds a 

specified threshold t. This ensures that the training is not dominated by trivial non-matching entity pairs that are 

not useful to find effective matcher parameters and matcher combinations. We further strive at providing both 

matching and non-matching entity pairs by a training selection approach called Ratio (r,t). It uses a ratio 

parameter r from the range 0 to 0.5 indicating the minimal percentage of both matching and non-matching entity 

pairs. r=0 corresponds to a random strategy that randomly selects entity pairs with a similarity above the 

threshold t. For r>0 the number of randomly selected entity pairs is reduced so that either the number of 

matching or nonmatching entity pairs satisfy the ratio restriction. For example,r=0.4 guarantees that at least 

40% of all training pairs are either matching or non-matching, i.e., at most 60% are non-matching or matching. 

By ensuring a minimum number of matching/nonmatching pairs the ratio approach aims at enhancing the 

discriminative value of the training data for learning effective match strategies. We have extensively evaluated 

the Ratio training selection approach and found that setting r=0.4 and t=0.4 with TFIDF is a reliable and 

effective default configuration. Our evaluation for learning-based matching will thus be based on this 

configuration. 

We first present match quality and runtime results separately for non-learning and learning-based 

approaches. Afterwards we briefly compare the two kinds of matchers with each other. The runtime results are 

determined for a HP Z400 workstation with 2.66 GHz Intel Quad-Core Processor W3520 and 4GB of RAM 

running 64-bit Windows 10. The evaluated match approaches are implemented in different languages: PPJoin+ 

is implemented in C++, MARLIN in Java and FEBRL in Python. 

 

4.1.1 Non-Learning Approaches 

Figure 2 shows the match quality (precision, recall, F-measure) results for the four real world match 

tasks achieved with different non learning approaches. The upper half shows the results for approaches 

operating on just a single attribute, namely the first attribute listed in Table 1 (publication title for the 

bibliographic tasks, product name for the e-commerce tasks). The lower half shows the results for approaches 

combining the similarity for two attributes (the first two attributes listed in Table 1). In both cases we optimized 

the threshold for the final match decision while all other parameters of the approach were kept constant. 

Optimization was done with the Gradient Descent approach on a test set of 500 object pairs for each match task. 

For the FellegiSunter approach from the FEBRL framework we considered three different similarity measures, 

namely Winkler, TokenSet, and Trigram. FEBRL's FellegiSunter approach sums the logarithms of the single 

similarities. For the COSY approach it is not clear how similarities are combined. 

Table 2 lists the execution times for the considered non-learning approaches for the blocked input as 

well as the Cartesian product of the considered match tasks. The table shows significant differences between the 

approaches already for the blocked input. The evaluation of the Cartesian product tests the scalability and leads 

to huge differences. PPJoin+ and COSY achieved very fast execution times and could even achieve acceptable 

run times for the Cartesian product. PPJoin+ implements an intelligent pruning of the search space and is 

uniformly the fastest approach for all match tasks with execution times between less than a second to at most 

seven seconds. The small increase of at most a factor of 2 for evaluating the Cartesian product proves the 

excellent scalability of PPJoin+. In this respect it also outperforms COSY that noticeably slows down for the 

Cartesian product evaluation of Exxon mobile datasets (almost 4 minutes vs. 9 seconds for the blocked input). 

The considered FEBRL approaches were mostly much slower than COSY and PPJoin+, on the Cartesian 

products by orders of magnitude. This may be influenced by the Python-based implementation of FEBRL. 

FellegiSunter using the Winkler similarity turned out to be not only the least effective but also by far the slowest 

of all non-learning match approaches. On the blocked input, FEBRL with tokenset similarity is almost as fast as 

COSY. 

 

Table 2: Execution times (in seconds) for non-learning approaches 
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4.1.2 Learning-Based Approaches 

Figure 3 shows the F-measure results for the four real-world match tasks achieved with different 

learning-based approaches from FEBRL and MARLIN and different labeling efforts (x-axis). The labeling 

effort varies between 20 and 500 entity pairs, i.e., we consider only comparatively small training sizes and thus 

a limited amount of labeling effort. The F-measure results are averaged over 10 runs. All results in Figure 3 

refer to matching on the first or the first two attributes listed in Table 1 (types of crude and quantity of crude for 

the Halliburton tasks, product name and product description for the Chevron tasks) with different similarity 

functions. Figure 3a shows the results for the SVM learner of FEBRL that was applied for the same three 

similarity functions (TokenSet, Trigram, and Winkler) as for the non-learning case.  

 

Table 3: Execution times (in seconds) for learning-based approaches 

 
 

In addition we use the SVM for two combined match strategies using all three similarity measures 

either on one or on two attributes. Figure 3b shows the results for MARLIN separated by the employed learner, 

first for MARLIN’s decision tree implementation ADTree followed by the SVM results. For both learners we 

applied the two similarity measures Edit Distance and Cosine. Edit Distance was used in the single-step as well 

as the two-step learning approach. Cosine was just applied in the single-step approach as it has limitations in the 

two-step implementation as mentioned by the authors in Kazim, A. 2019. We also tested combined match 

strategies using the two similarity measures either on one or on two attributes for single-step learning. In total, 

15 different learning-based approaches are considered. 

For the easy Halliburton match task DBLP-ACM, we observe that both FEBRL and MARLIN are able 

to achieve stable results already for very small training sizes of 20 labeled entity pairs with all evaluated 

approaches. For the more challenging bibliographic match task DBLP-Scholar, for both FEBRL and MARLIN 

the SVM strategies combining several matchers on two attributes perform best and achieve F-measure results of 

88-89%. The best one-attribute strategies are the combined SVM approaches and SVM using trigram (for 

FEBRL) or EditDistance (MARLIN). All approaches have substantial difficulties with the e-commerce match 

tasks, especially for training sizes smaller than 500 entity pairs. The best match quality is always achieved for 

the combined strategies using all similarity measures on two attributes, followed by the combined approach on 

one attribute. This underlines that the learners are able to effectively find a combination of several matchers. 

The decision tree learner of MARLIN is mostly inferior to the SVM-based results. The SVM learner of 

MARLIN performs slightly better than the one of FEBRL for smaller training sizes. However, for 500 training 

pairs both SVM learners perform similarly well and achieve a top F-measure of about 71% for exon Mobile and 

(only) 60% for Shell Products. From the single similarity approaches FEBRL with trigram and MARLIN with 

cosine similarity performed best for the Chevron tasks. For MARLIN, the 2-step learning for Edit- Distance was 

always better than the 1-step approach but still too ineffective for the Chevron tasks. Here the rather long 

product names and product descriptions tend to favor token-based similarity measures such as cosine, trigram, 

or the unsupported TF/IDF similarity. There are huge differences between the approaches regarding execution 

time as can be seen in Table 3. In general, the execution times for the considered learning-based approaches are 

significantly worse than for the non-learning approaches. Nearly all learning-based approaches do not scale with 

larger input sets and are unable to match sufficiently fast on the Cartesian product. For the largest match task 

Halliburton execution times of hours to days are needed, the most effective combined approaches exceeded our 
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limit of 500,000 seconds. On the blocked datasets, the approach with the fastest execution time for all match 

tasks is the FEBRL approach with the TokenSet Cosine measure. The combined match approaches on two 

attributes take the longest time for blocking, too. They are more than a factor 2 slower than the other learning-

based approaches and (except for DBLP-ACM) requires execution times in the order of minutes to hours.  

 

 
 

 
 

4.2.2 Non-learning vs. learning-based 

Table 4 shows a brief summary of the maximum F-measure results achieved for each of the considered 

non-learning as well as learning-based approaches. For three of four tasks the commercial COSY approach 

performs best for matching on one attribute. However for two match tasks its quality degrades when using two 

attributes. The learning-based approaches, on the other hand, always improve for matching on two attributes 

compared to only one attribute underlining their potential to effectively combine different match criteria. SVM 

learning was most effective and the FEBRL and MARLIN implementations perform similarly well for training 

size 500. They achieve the top F-measure for three of the four match tasks for matching on two attributes. The 

learning based approaches from FEBRL perform better than the non-learning FEBRL (FellegiSunter) approach, 

especially when considering two attributes. The good quality of the learning-based approaches on two attributes 

comes at the expense of significantly higher execution times. With a single matcher on just one attribute the 

learning-based approaches could not exploit their potential to combine several matchers and thus turned out to 

be inferior to the non-learning approaches considering both match quality and execution times. The relatively 

low match quality for the chevron task asks for further improvements, e.g., by considering additional similarity 

measures such as TFIDF and/or further attributes and spending more training effort on learning. 
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V. Conclusion 

We presented a comprehensive and comparable evaluation of existing implementations of non-learning 

as well as learning based entity resolution approaches on challenging real-world match tasks. Our evaluations 

reveal big differences regarding match quality and execution times. It turned out that the commercial 

implementation COSY is very effective and efficient for matching on one attribute. However, it was not always 

able to effectively use more than one attribute for improved match quality. The learning-based match strategies 

using SVM, on the other hand, outperformed the non-learning approaches for the combined usage of several 

matchers on more than one attribute. While the SVM approaches effectively solve simple bibliographic match 

tasks with little training, more training is needed for the challenging e-commerce tasks (500 training pairs in our 

evaluation). Furthermore, the combined learning-based approaches could only be executed on blocked datasets 

and required the highest execution times of all match strategies. The best scalability was observed for the very 

fast single-attribute PPJoin+ implementation which was even faster than COSY and can be applied on the 

unblocked Cartesian product (execution time of at most 7 s). Hence scalability to large test cases needs to be 

better addressed in future approaches, especially for learning based approaches. The e-commerce tasks turned 

out to be quite challenging for all approaches and could not be effectively solved. More sophisticated methods 

are needed there. 

 

Table 4: Summary of evaluation results (F-measure in %, top values are underlined) 
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