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Abstract: 

Purpose: The purpose of this article is to identify and comprehend the mechanism of operation of the Decision 

Tree and Random Forest algorithms. comprehend precise implementation steps, better comprehend nature, and 

synthesize experience in the practice process. 

Methodology: The study was conducted based on an analysis of dropout data from Trade Union University, 

University of Social Labour, and Phenikaa University in Vietnam. 

Result: The article investigates and develops a machine learning model for classifying students as dropouts or 

not. Develop scales to measure the accuracy and dependability of the model. 

Value: The article assesses the model's outcomes, performance, and accuracy. Give your suggestions for future 

development and improvement of the topic. Propose several solutions to the challenge of identifying students as 

dropouts, based on the real scenario employed by the algorithm during the analysis. 
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I. Introduction 

Machine learning is an area of artificial intelligence that involves the study and development of 

techniques that allow systems to "learn" automatically from data to solve specific problems. Currently, along 

with the explosion of internet information sharing and the advancement in the construction of highly capable 

computers,  Machine learning is being applied more and more and improved, especially predictive (predicting 

material prices, estimating demand for use,...) and recognition (handwriting recognition, sign recognition, object 

recognition,...)  In agriculture today, Machine Learning is being applied quite specifically to the problem of 

recognizing plant varieties in the wild and identifying to classify fruits based on color. The current directions for 

most image recognition are available based on the characterization data warehouse There are huge cumulative 

losses due to such diseases that reduce productivity and increase economic losses in the agricultural sector. The 

agricultural sector needs to sustain and thrive from such obstacles in order to be highly profitable In this paper, 

we propose to separately identify and locate strawberries - a highly economical plant in the image based on 

Machine Learning applications and Python programming language. Aimed at the self-improving characteristics 

of Machine Learning and the relevance of python programming language to image objects. Machines are used 

instead of the human eye for measurement and evaluation With the strength of self-improvement, Machine 

Learning is perfectly suited for recognizing and building databases to help the system be optimized.   (H Ahmed 

et al., 2021)    (Charbuty et al., 2021)    (Kern et al., n.d.)    (Z. Zhang et al., n.d.)    (Z. Zhang et al., n.d.)    

(Matzavela et al., n.d.)  

In the field of Machine Learning, tree-based algorithms have always been a widely used group of 

methods. Possesses good interpretation, accompanied by excellent scalability. It is not difficult to understand 

that this group of algorithms is currently being applied in countless practical problems, bringing very high 

performance and the ability to adapt to a variety of situations. In this study, the authors want to learn about how 

Decision Tree and Random Forest algorithms work. Object detection is a computer technology that deals with 

computer vision and image processing, which involves the detection of instances of semantic objects of a certain 

class (such as people, buildings, or cars) in digital images and videos Well-studied areas addressing object 

detection include:  face detection and pedestrian detection. Object detection has had applications in many fields 

where computers are used, including image retrieval and video surveillance. Besides, tree-based algorithms have 

a dialectical attachment to the machine learning process. Machine learning is very close to statistical inference, 

although terminology differs Some practical applications show that machines can "learn" how to classify, for 

example, whether email can be considered spam and automatically sort messages into corresponding folders. 
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Machine learning is also considered part of artificial intelligence. Machine Learning algorithms build a model 

based on sample data, called training data, to make predictions or decisions that have not been explicitly 

programmed to do so If the analysis is based on experience and a sufficient number of honest background 

examples are available, then a machine learning method is shown Machine learning algorithms used in a variety 

of applications where it is difficult or impossible to develop conventional algorithms to perform the necessary 

tasks. There are many studies on mathematical optimization, which have provided methods, theories and 

applications to the field of Machine Learning. With the advancement of social science, artificial intelligence 

technology has also developed rapidly, and humans have made breakthrough advances in the study of machine 

learning By the application of the tree-based algorithm, the authors want to research and build a machine 

learning model that classifies students as dropouts or not. Develop scales to assess the accuracy and reliability of 

the model, thereby evaluating the results, performance as well as accuracy of the model and proposing some 

suggestions for classifying students who are dropouts from the practice of some universities in Vietnam today.   

(Vultureanu-Albiși et al., 2021)    (Vultureanu-Albiși et al., 2021)    (W. Zhang et al., 2022)    (Ampomah et al., 

2020)    (Ampomah et al., 2020)  

 

II. Methodology and data base 

A computer program is considered to learn how to perform a class of tasks through experience, for a 

competency scale if using competency we measure the program's performance capacity to improve after 

experience" (machine learned). One of the other focuses of machine learning is to achieve generalization, the 

property of a program that can work well with data that it has never encountered before (unseen data) in order to 

gradually gain some judgment and be able to update in real time with the data it encounters. For the study, the 

authors used statistical data on the number of Vietnamese dropouts at Trade Union University, University of 

Social Labor and Phenikaa University. In addition, the article uses data sources from UC Irvine, a reputable 

website specializing in providing data for common problems in Machine Learning. This is a data file that has 

been made public, which can be retrieved directly. This data is generated from a higher education institution 

(collected through several separate databases) regarding students pursuing different university degrees. The 

dataset includes information known at the time students enroll – learning pathways, demographics, and 

socioeconomic factors. The problem is formulated in the form of a three-category classification task (Dropout, 

Enrolled and Graduated) at the end of the normal time of the course. This is the data supported by the SATDAP 

- Portugal program.   (W. Zhang et al., n.d.-a)    (Sheshasai et al., n.d.)    (Fizani et al., n.d.)  

A decision tree is a structured hierarchical tree, used to classify objects based on sequences of rules. 

This is one of the supervised machine learning models that works efficiently and powerfully for classification, 

prediction, or regression problems   (Mansori et al., 2023)  

Decision Tree is actually an algorithm that simulates how people make predictions and think. We will create a 

decision tree where:    (Wolff & Neugebauer, 2019)  
- Each node represents a characteristic (properties, properties of data).  

- Each branch represents a rule.  

- Each leaf represents a result (a specific value or a continuation branch, or a layering result).    (Wolff et 

al., n.d.)  

Figure 1. Illustration of the Decision Tree 

 
Source: https://blogs.fu-berlin.de 

https://blogs.fu-berlin.de/
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- The study also applied the ID3 (Iterative Dichotomiser 3) algorithm commonly used in the construction 

of decision trees. ID3 uses divide and conquer to divide the dataset into smaller pieces. Each division, the 

algorithm selects the optimal attribute to create the greatest uniformity in each section. The ID3 algorithm 

performs the steps in turn as follows:    (B. T. Pham et al., 2017)  

o Calculate the entropy of the dataset.  

o For each attribute/feature: ID3 calculates entropy for all taxonomies and IG levels of that feature.  

o Look for features to get maximum IG.  

o Repeat the steps performed until the desired tree is reached 

The formula for calculating Entropy can be represented as follows:    (Lai et al., 2023)  

  
Entropy (S): The impurity of the dataset  

S: Original dataset (sample set) 

Si: Subset of data, created from sample set  

C: The number of layers included in the data 

Information Gain When applying the division of attribute groups, we realize that the Entropy of each group after 

division is evenly reduced compared to the original Entropy of the data. Entropy values represent how chaotic 

the data is, so as Entropy decreases the data is more orderly (or so to speak, they provide more information). 

Therefore, the decrease in entropy is called Information Gain and has the following formula:   (Jiang et al., n.d.)  

 
IG (S,A): Is the Information Gain value when using property A to divide data set S into subsets Sv  

Entropy (S): The uncertainty or chaos of the initial data set S 

S: Original dataset (sample set) before dividing  

Si: Subset of data, created from sample set  

A: This is a feature in the data.  

v: As a value of characteristic A.  

Entropy (Av): Entropy information of characteristic A when carrying the value v. 

Classification and Regression Tree (CART) is an algorithm born in 1984, developed by Breiman, Friedman, 

Olshen, Stone This algorithm is often used in classification and numerical value prediction problems. The Gini 

Index is an index that demonstrates the level of misclassification when we randomly select an element from a 

data set. To put it simply, this is a method of measuring the "purity" of a data set. This value is determined by 

the formula:   (Koc et al., n.d.)    (W. Zhang et al., n.d.-b)    (Parimbelli et al., n.d.)  

 
D: The Dataset Needs to Compute the Gini Index.  

C: The number of classes present in the dataset.  

pi: The proportion of denominators belonging to class i in data set D. 

The lower the Gini Index value, the more homogeneous the data set > the selected attribute as well as the more 

optimal the division values. The more homogeneously the subgroups are divided, the more effective the 

predicted results are. In addition, after each split, the GiniSplit concept is used to measure the homogeneity of 

the data after each split. Gini Split of Data Splits Using Attribute A, v-Value Determined by the Formula     

(Saha et al., 2021)    (Ernst et al., 2005)  
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GiniSplit: Is the Gini Index after dividing data using an A attribute.  

Values(A): The set of possible values of attribute A.  

| Dv |:Number of samples in set D, whose value of attribute A is v.  

| D |: The total number of samples contained in dataset D.  

Gini(Dv):Is the Gini Index of Subset D 

 

III. Results and findings 

Applying the knowledge just learned above, we will build a Decision Tree model to implement this 

student classification problem. The team decided to choose the CART (Classification and Regression Tree) 

algorithm to build the tree in this problem. First, we will need to screen the features in the article to include in 

the model (since the dataset has 36 features, this number is too large to include in the model. If all are included, 

overfitting is highly likely). And to sift through the features needed for the topic, the team used the concept of 

Feature Importance – a scale of the importance of each feature to determine whether the feature should be 

included in the model. The use of FI allows us to reduce less important features, reduce the number of 

dimensions and increase computational performance. It also helps us understand specifically how the model 

makes predictions, making it easier for us to optimize the model   (Du et al., 2020)  

 

Figure 2: Selected features for modeling 

 
After selecting Features, now it's time to start building a model based on the prepared dataset. The authors 

initiated the training based on 80% of the prepared data, the remaining 20% for testing 

 

Figure 3: Data after subdivision into training 

 
Initialize the 'spicy' class: The 'spicy' class is initialized with a parameter 'max_depth', which represents the 

maximum depth of the tree.  

- Calculating Gini Impurity: The '_gini' method calculates Gini impurity for a dataset.  

- Divide the dataset: The 'split_dataset' method divides the dataset into two parts based on the threshold 

and metrics of the characteristic.  

- Finding the Best Divide Point: The 'find_best_split' Method That Finds the Characteristics and 

Thresholds That Produces the Best Gini Impurity When Dividing a Dataset. 

- Build a tree: The '_build_ tree' method uses recursion to build a decision tree. It divides the dataset, 

finds the best dividing point, and builds the subbranches until the maximum depth is reached or all leaves 
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contain only one layer or the stop condition is reached. In addition, the team also sets the property 'min_leaf' = 5 

as a Pruning operation, which makes the initialization process faster and avoids overfitting 

- Prediction: The 'predict' method uses the built-in tree to predict labels for new patterns. It traverses the 

plant from root to leaf based on the value of the characteristics of the pattern.  

- Model and prediction training: The model is trained by calling the 'fit' method with training data and 

labels. The depth of the tree is controlled by the parameter 'max_depth'. Prediction is made by calling the 

'predict' method with the test data 

After running the results, the team recounted the Confusion Matrix values of the model as follows 

 

Figure 4: Average Confusion Matrix calculation result of the Decision Tree model 

 
Statistics of interesting values revolving around the Confusion Matrix of 40 newly created trees are as follows: 

 

Figure 5: Table of Confusion Matrix values of the Decision Tree model 

 
 

The running model takes ~4 minutes and 30 seconds in total if running on Visual Code (running on Google 

Colab will take longer, depending on the time of day.). Based on the Confusion Matrix value, the accuracy of 

the model is about 89.115%, a positive value.  
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Figure 6: Average accuracy of 40 Decision Tree model runs 

 
 

Based on the results obtained by the Decision Tree model, the authors draw some conclusions as follows:  

- The model works relatively well with the actual problem this time. The average accuracy stands at 

>89%, a "safe" threshold in this case.  

- The running time of the algorithm is about 4 minutes and 30 seconds, which is relatively fast.  

- The model produces average results of ~54 False Positive (FP) and 23 False Negative (FN). That is, 

there were 54 cases of not dropping out of school but being filtered by the model, whereas there were 23 cases 

of dropping out but the model did not take into account. FN ratio ~3.2%, this value may be improved in the 

future.  

- To prevent overfitting, the group exercise has also set the depth of the tree. In terms of improving the 

model through the use of hyperparameters, perhaps the team will need more research in the future to do so 

 

IV. Discussion 

Based on the information collected during the study, the authors discovered some problems in the 

dropout situation of students. To solve this problem, recommendations can be considered: 

Enhancing the position, roles and responsibilities of class teachers, subject teachers and mass 

organizations The roles of class teachers, subject teachers and mass organizations are of paramount importance 

in detecting and preventing dropouts. In particular, the role of the homeroom teacher is very important in 

educating students. Class teachers are the people closest to them, who directly guide and manage them 

throughout the learning process. Therefore, improving the position and role of class teachers in student 

management will have a positive impact on students' psychology, motivation and interest in learning, thereby 

reducing dropouts. In addition to the role of the head teacher, we cannot fail to mention the role of the subject 

teacher. They are the mentors of class teachers in student management. Not all the time, everywhere class 

teachers can care about all their students but need active support from subject teachers. Analyzing the causes of 

student dropout, we see that a large number of students drop out of school because they do not know how to 

manage their time, leading to too much free time. Therefore, mass organizations such as the Youth Union, 

Student Union ... Healthy playgrounds must be regularly organized for children. Those playgrounds can be 

organizing exchange sessions, exchanging experiences in learning, organizing life skills education sessions, 

learning about careers ... In particular, in cooperation with homeroom teachers, subject teachers organize for 

students to participate in scientific research, make their own learning materials and models suitable for each 

subject   (Aravind et al., n.d.)    (Yasir et al., 2022)    (Papadopoulos et al., n.d.)  

Help students think about future careers, identify career interests and start steps to get the right job 

Apprentices are always looking forward to how they will become workers in the future, so raising career 

awareness will help them better orient. When they understand their career, they will be more confident, thereby 

helping them feel secure in exploring and researching scientific products. Students who understand the 

importance of the career will satisfy the motivation of scientific awareness stemming from the need to study, 

curiosity and curiosity arising in the learning process not bored of learning due to orientation from the beginning 

before entering school and thus will reduce the phenomenon of dropping out. In order for students to understand 

their careers, they can be done right in the admissions counseling, career guidance takes place at middle and 

high schools. Students will be more fully aware of their chosen career such as: Clearly defining their 

responsibilities, study and work goals after graduation, cultivating more love and passion for work for them   

(Liu et al., 2022)  

Create conditions for students to regularly interact with businesses. Good coordination between schools 

and businesses will have a solid basis for analyzing and evaluating labor quality.  The school needs to have 

investigative activities about the cooperation with enterprises, about the efficiency of using human resources 
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recruited from the school, find out what its students after graduation have met the requirements of the business, 

what is missing that needs to be adjusted,  supplement. From there, build a training program suitable to the 

requirements of the business. The school organises participatory career seminars. Here businesses can clearly 

indicate the strengths and weaknesses that students also face. Regularly provide opportunities for students to be 

exposed to special businesses near the end of the course. During the internships, enterprises will clearly present 

the tasks that students need to do, evaluation criteria, and notify the student's internship results to the lecturer in 

charge. Thus, the training link between schools and businesses is now an objective need stemming from the 

interests of both sides, this link is both inevitable and highly feasible.   (Gene & 2018, n.d.)    (Murorunkwere et 

al., 2023)  

Organize students to participate in creative experiential activities In some countries around the world, 

creative experiential activities have been included as educational programs that work in parallel with subject 

education for nearly a decade. Creative experiential activities are an element of the national basic curriculum 

(together with compulsory subject systems, elective activities) and are implemented throughout. . Although 

creative experiential activities are not a simple subject, they are still within the framework of the national 

general education program and play an important role in realizing educational goals. The contents of creative 

experience activities mentioned in the national program include: Autonomy activities, club activities, volunteer 

activities, career guidance activities. Creative experiential activities help students learn and live according to 

ethical values, acquire and practice soft skills, social integration - sharing and disseminating experiences to 

different children, backgrounds and ethnic groups. On the other hand, the dynamic curriculum content will give 

students the opportunity to experience: Experience in nature, integrated learning in a creative way; provide 

opportunities for them to create their own products; combined with educational and social, emotional learning 

and educational values; give the opportunity to be enjoyed and have fun   (Eslaminezhad et al., 2022)    . (B. 

Pham et al., n.d.)  

Strengthen support policies for students. Universities need to exploit resources in terms of capital, 

facilities, technology, means and management methods of organizations and units through projects, cooperation 

programs, grants for people to contribute to help, encourage students to study better,  limiting dropouts   
(International & 2022, n.d.)  
 

V. Conclusion 

The situation of students dropping out of school is no longer an isolated phenomenon but is becoming 

more and more common, which has reduced the goal and quality of training, especially for vocational training. 

The proposed solutions mentioned above are all interrelated, interacting with each other. Therefore, to increase 

efficiency, solutions need to be implemented synchronously. With research tools, the article has focused on 

learning and exploring useful knowledge about the Tree-based algorithm group. From concepts, construction 

ideas, basic algorithms as well as how to implement them, the authors have also successfully applied to a simple 

practical problem. It can be seen that both Decision Tree and Random Forest models have extremely high 

potential in the field of Machine Learning, especially for the group of classification and regression problems. 

These algorithms work with high efficiency, providing a good amount of knowledge without spending too much 

money. Through the topic, the group had a new perspective on the problem of classifying dropouts at the 

university level, a topic that is very popular and close but rarely exposed before.   
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